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Foreword

Artificial intelligence (AI) is increasingly used 
by all important actors in every aspect of our 
economy and society, both domestically and 
globally. Yet in many ways, in terms of technology, 
economic impact, and AI policy development, 
we are in the initial stages of a new age.
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A Message from  
the Commission’s  
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It has been an honor to cochair the U.S. Chamber’s 
Commission on AI Competitiveness, Inclusion, 
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Bolstering Global Competitiveness
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“[T]here is no single universally accepted 
definition of AI, but rather differing definitions 



Chamber Technology Engagement Center   |   21





Chamber Technology Engagement Center   |   23

cover all AI currently known.28 The EU AI Act 
references its Annex I for a more exhaustive list 
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production because, at some level, all software is 
logic-based.38 Arguably, the EU AI Act definition 
covers everything from a simple digital wristwatch 
to the most complex machine learning.39

39
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already begun to emerge, including the need for 
information and disclosure requirements to allow 
for effective enforcement of current laws and cases 
where existing law does not appropriately cover AI’s 
speed and scale. AI has also created entirely new 
situations that current legislation does not cover. 
Deepfakes, for example, are often used as revenge 
porn.82
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88. 
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In the past decade, several studies have been 
published attempting to predict just how many 
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jobs, must acquire new skills to remain relevant 
during changes in technological demand. 
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labor market demand could be tailored for use by 
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As Carson’s testimony in Austin su�ested, young 
people and most adults would view AI more favorably 
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are fundamental to effective human oversight. 
Frameworks for responsible and trustworthy AI/
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With the U.S., China, and the EU adopting 
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capabilities across the full range of relevant 
institutions (e.g., targeted educational programs 
and institutions, relevant federal labs). 







58   |   AI Commission Report

goals and values. “When we don’t have these 
democratic partnerships and dialogues, China 
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National 
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which focused in part on national security. “In 
the face of digital authoritarianism, the United 
States needs to present a democratic model 
of responsible use of AI for national security.…
Public trust will hinge on justified assurance 
that our government use of AI will respect 
privacy, civil liberties, and civil rights.”254 

Many emphasized that failure to integrate AI 
efficiently or responsibly in the U.S. military will 
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AI 
Regulation

No federal law or regulation on AI exists currently 
in the U.S. Regulators, however, have sent the 
message that “it’s on the horizon.”264 State and 
local governments have already begun to fill the 
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Work must be done to prevent intrusions on 
fundamental privacy rights and further embedding 
or reinforcing biases the U.S. has worked 
and continues to work hard to remove.274

AI is not just a developing policy area but a rapidly 
advancing technology. In 2021, a survey found that 
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globally290 as a fragmentation of approaches 
across jurisdictions may add cost and uncertainty 
and limit any potential benefits.291 Others similarly 
stated that new laws should seek to achieve 
consistency across legal frameworks so that 
consumers are afforded uniform protections 
and companies have a clear understanding 
on how AI can and cannot be used.
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fact involve research that is explicitly predicated 
on looking for differences as bias can contribute 
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a person receives public assistance),362 and the 
Americans with Disabilities Act (ADA, prohibiting 
employers from discriminating on the basis of 
disability).363 The AI Commission’s recommendation 
for an as-necessary, distributed but coordinated 
approach to AI regulation builds on the importance 
of specific agencies’ needs to provide guidance on 
AI under existing laws. As those agencies develop 
a view on how to apply specific industry laws to 
AI use cases, they should proactively involve the 
private industry, civil society, and academia in that 
conversation. In instances where existing laws and 
requirements do not cover certain AI use cases, 
specific agencies should examine what updates 
are required and, in many cases, are already 
endowed with the power to do so by enforcing the 
existing statutory regimes under their purview.

362.	 FCRA, 15 U.S.C. § 1691.
363.	 Americans with Disabilities Act of 1990, 42 U.S.C. § 12101 et seq. (1990).
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freedom, and other basic goods and services, 
without harmful discrimination.368 This approach 
prescribes requirements around information 
disclosure, transparency, and explainability, and 
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Assessments (DPIAs), which are required when 
the processing of personal data is likely to 
result in high risk to the rights and freedoms 
of individuals. The DPIA is designed to assess 
the level of risk, looking at the likelihood and 
severity of potential harm, and the benefits. 

The AI Commission generally recommends that 
high-risk categories should focus on key areas as 
identified by civil society, including legal rights; 
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sources. Policymakers could look to examples 
like Federal Reserve Economic Data (FRED), the 
data portal managed by the Federal Reserve Bank 
of St. Louis.405
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	• Be useful to a wide range of perspectives, 
sectors, and technology domains. 

	• Be outcome-focused and nonperspective.

	• Leverage and foster greater awareness of 
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AI Bill of Rights

433.	 White House, Join the Effort to Create a Bill of Rights for an Automated Society  (Nov. 10, 2021),  https://www.wy/e Hou33.

ws
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American Data Protection and Privacy Act 

439.	
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State Privacy Laws—Automated Processing

470.	 Cal. Civ. Code § 1798.100, et seq.
471.	 Cal. Civ. Code § 1798.140(z).
472.	 Cal. Civ. Code § 1798.185(a)(16).
473.	 Gibson, Dunn, & Crutcher LLP, Artificial Intelligence and Automated Systems Legal Update (2Q22) (August 10, 2022), 
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Uses that present a high risk would be permitted 
subject to specific legal requirements.515 The EU 
AI Act specifically identifies categories of high-
risk AI uses: (1) safety components of regulated 
products and (2) certain AI systems in the 
following eight fields: biometric identification and 
categorization of natural persons; management 



Chambeo5echnology Engagement Centbeo  |o  



108   |   AI Commission Report

	» Acquire, pool, and share policy insights.

	» Tap into data’s potential.

	»
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UK Data Protection and  





Conclusion





Appendix 1
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Cleveland, Ohio Field Hearing

At the Cleveland, Ohio, field hearing held on April 
28, 2022, the Commission heard from panels 
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Palo Alto, California, Field Hearing

At the Palo Alto, California, field hearing on 
May 9, 2022, speakers called for policymakers, 
technologists, and business leaders to work 
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London, UK, Field Hearing

At the London, UK, field hearing on June 13, 
2022, many witnesses stressed the importance 
of AI’s impact on financial services, the need 






